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Executive Summary

In the past two decades, some of the most extraordinary successes in
space exploration have emphasized the growing importance of on-orbit
servicing. As space explorers, our challenges have moved beyond simply
launching complex spacecraft and systems. We are faced with the need
to more fully exploit the flight systems already launched, to construct
large structures in situ to enable new scientific ventures, and to provide
systems that reliably and cost-effectively support the next steps in space
exploration. A more refined consciousness of the need to reduce, reuse,
and recycle here on Earth drives towards a similar awareness of these
needs beyond our planet. The proliferation of abandoned satellites poses
known hazards to newer members of the constellation, and may occupy
unique and economically valuable orbital real estate that could be recycled
for other uses. With the successful completion of a series of Hubble
Space Telescope repairs, as well as the assembly of the International
Space Station, we can look forward with confidence to plan such a future.
Satellite servicing is a tool—a tool that can serve as the “master enabler”
to create the architectures needed to conquer the next frontiers in space.

Figure 1.1 — The Pillars of On-Orbit Servicing — This graphic highlights
the three pillars of satellite servicing to date: the space shuttle (lower

left), the Hubble Space Telescope (right), and the International Space

Station (upper left).




The NASA On-Orbit Satellite Servicing Study,
mandated by Congress and supported by the

NASA Advisory Council (NAC), investigates what
our future may hold. This document, an internal
report by the Space Servicing Capabilities Project

at the NASA Goddard Space Flight Center that
performed the study, captures the work performed
under this Congressional mandate. Its conclusion

is unequivocal. Viable plans can be put into place

to develop a meaningful on-orbit satellite servicing
capability, allowing us to achieve our key ambitions in
space using today’s technology and with current and
projected launch systems. These plans would advance
our presence in space by enabling more effective use
of assets at near-Earth locations and by supporting
future ventures to more distant destinations. This
report discusses such an initiative.

This study incorporates the results from the
following major activities: 1) conduct an industry-
wide Request For Information (RFI) to notify the
satellite servicing community of an opportunity for
discussion, 2) conduct the International Workshop
on On-Orbit Satellite Servicing in March 2010 to
engage the community, 3) examine notional missions
to bracket the trades involved for possible servicing
customers, 4) examine near-term in-space hardware
demonstrations to provide relevant and immediate
results, and 5) develop and validate ground simulator
and test bed capabilities that can be used to verify
satellite servicing flight hardware and software. From
these results, we suggest a possible mission sequence
and also identify zechnology gaps that need to be closed
for the more ambitious future activities.

The 2009 Congressional mandate for this study
specifically refers to the Constellation architecture
that was being implemented at that time. The human
spaceflight architecture has since evolved into a new
architecture reflected in the NASA Authorization
Act of 2010. While this report does not assess using
the now defunct Constellation architecture, we
believe that it has met the intent of the Congressional
direction.

One use of this study will be to inform the
NASA-wide Human Exploration Framework Team

(HEFT) that is charged with developing the new
space exploration plans. The comprehensive HEFT
study is in keeping with the will of the Congress

and the Administration as expressed in the recently
signed multiyear 2010 NASA Authorization Bill.

It will include a study of the development of an
in-space servicing capability and identify those areas
where human participation in servicing is required or
beneficial.

Our introduction dissects some common myths
about satellite servicing. The main points fall into
two general categories: “There is nothing to service”
and “It is too costly to service.” Superficially, these
statements appear plausible. However, by studying
the end-to-end life cycle costs of a wide variety of
missions, it becomes apparent that these myths are
incorrect except for limited or unlikely situations.

There are constellations of satellites that would
benefit from refueling and/or orbit modifications.
These were not designed to be serviceable, although
current technology could enable such servicing.
Moreover, the business cases are sound for those
applications that have a commercial component, thus
refuting the statement that servicing is too costly.

Even for those applications that do not have a
commercial business case, the systems engineering
rigor of designing a serviceable system improves the
robustness of the Integration and Test (I&T) flow
of a project so that this phase takes less time. Since
I&T is a very high-cost phase of any program, these
savings should offset the initial systems design work
that would permit servicing. This is one potential
paradigm shift in the development and operations of
space missions that is enabled by satellite servicing.
Servicing expands the options for mission design,
providing a potentially cost-effective path for more
sophisticated and capable systems.

There is general confusion about servicing with
astronauts. It is more expensive to human-rate flight
components, and rightly so. However, with new
servicing architectures, most of the equipment does
not need to be transported on human-rated vehicles,
thus avoiding some of this complexity and cost. We
also separate the categories of servicing to examine

Executive Summary |
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the roles of human, robotic, and combined servicing
modes. The most routine servicing activities (e.g.,
refueling, orbit modification, and perhaps simple
repairs) can be accomplished with robotic servicing
alone. Astronaut involvement would be reserved for
those tasks that provide sufficient benefits to justify
the cost and risk.

Our second chapter, “Satellite Servicing: The
Vision,” shows how an advanced servicing infrastruc-
ture enables the next generation of space architectures.
This infrastructure provides unique capabilities such
as the ability to construct extremely large space tele-
scopes. Such telescopes (e.g., the Thirty-Meter Space
Telescope study!) would reach beyond the realms
explored by the Hubble Space Telescope (HST) and
the James Webb Space Telescope (JWST) to signifi-
cantly advance our understanding of the Universe.
The extremely large apertures involved will require
shifting to a “born-in-space” architecture, in contrast
to the current practice of assembly and test on Earth.

An advanced servicing infrastructure also enables
longer-range transportation capabilities. It would
provide fuel depots and other services required by
missions going to destinations far beyond the Earth.
Even basic servicing capabilities would provide
refueling, repair, and refurbishment for operating
satellites, an important means to extend mission
life and to improve the cost-benefits ratio. In many
cases, these operations can even be performed on
legacy satellites that may not have been designed with
servicing in mind.

The third chapter, “Satellite Servicing: The
Benefits,” describes broad categories of benefits
and how these benefits might be quantified. Those
applications with commercial potential require
sound business cases. The business cases have been
made for satellites that support the infrastructure of
modern society, and in particular, communication
services. Those applications that are purely scientific
or exploratory require a rationale that they enable
extraordinary advancements that are commensurate
with the cost. Among the key benefits of satellite

servicing are the refueling, repair, and refurbishment
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capabilities that it provides. These benefits increase
overall mission reliability and, where applicable,
economic value. For extremely high-value assets

used for scientific or strategic purposes, a repair

and refurbishment capability provides an extension
of functionality and utility without the associated
costs and risks of a new build and launch. In the
strategic domain, orbital modification through
satellite servicing provides powerful capabilities that
could be central to maintaining our national security.
Conversely, this technical capability would become a
threat if implemented by unfriendly entities. Finally,
previous experience shows that successful servicing
activities on highly visible satellites can act as a strong
catalyst for intense public interest.

The fourth chapter, “Satellite Servicing: The
Implementation,” discusses more concrete issues. It
summarizes the technical content of the study and
charts a technically sound implementation path. We
first identify and define an appropriate “parameter
space” for discussing satellite servicing capabili-
ties. A set of “notional missions” then examine the
commonalities and unique capabilities for representa-
tive parameter choices. An important observation is
that most of the satellite-servicing activities or tasks
required have already been demonstrated in low Earth
orbit with humans. The challenges lie in extending
that capability to robots and more autonomous opera-
tions at more distant locations where communication
latency impedes direct ground control for detailed or
critical operations. These notional missions provided
the building blocks that the study team then used to
construct an executable mission sequence, from which
technology gaps were identified.

The final chapter, “Satellite Servicing: The
Challenges,” focuses on key areas that require
additional work. Here we argue that the technology is
ready, and that some of the key issues that remain are
in other realms such as perceived risks and economic
motivation. It describes these challenges and provides
a methodology for addressing them.

During our study, several high-level recurring
themes emerged.



1. In examining the range of tasks required for

servicing, the tasks themselves (and the hardware
to support them) do not appear to be the limit-
ing factors. Extremely complex servicing tasks
have already been successfully performed in
orbit, including operations on legacy satel-
lite customers as well as repairs on hardware
not originally intended for on-orbit servicing.
Advanced robotic analogues of these tasks are
routinely demonstrated on the ground. The
advancements needed are mostly in the areas
of increased autonomy to support such tasks
farther from Earth and the systems engineer-
ing to create sufficiently robust servicing
architectures. While all the technologies and
techniques are available, their application in
a mission require maturation. For this, we
recommend a robust in-orbit verification
program using accessible platforms such as the
International Space Station in combination
with vetted ground simulators and test beds.
Legacy satellites can be successfully serviced.

In fact, much of the servicing performed

to date has been on legacy hardware never
intended for on-orbit servicing. The range of
applicable servicing activities includes repair,
refurbishment, refueling, and orbit modifi-
cation. Successful implementation requires
identifying the correct interfaces, develop-
ing the appropriate tools, and executing a
well-planned mission, all of which have been
demonstrated. Servicing these legacy satel-
lites provides an immediate customer base

on which to build a future satellite-servicing
infrastructure. The business case for com-
mercial satellites is favorable if the capability
is available and well understood. The first step
of the proposed mission sequence is to realize
this capability for satellites in Geostationary
Earth Orbit (GEO).

Modular, reconfigurable robotic architec-

tures that are mobile around large structures

are important to provide a cost-effective and
upgradeable servicing infrastructure. Part of

the initial technology assessment would be to
further develop these systems and demonstrate
their adaptability.

Launch mass and orbit modification capac-

ity drive servicing mission design. Here, the
available launch vehicles could impact the
architecture and even the feasibility and cost
effectiveness of satellite servicing. For example,
for reaching distant destinations, there is a
trade between heavy-lift rockets with refueling
depots and multiple small launches with on-
orbit assembly of small modules. These trades
could also be affected by advanced propul-
sion systems. Our technology gap assessment

identifies other investment goals.

5. Astrodynamics is a major factor in mission

design, especially when there is human presence.
We paid close attention to this aspect for the
satellite servicing locations that we considered.
Interesting results include useful orbits that
support satellite servicing.

Satellite servicing is critical to our national
interests. As a nation, we need to develop this
capability in order to maintain our leadership

in space for scientific, commercial, and strate-

gic reasons.

We have the technologies today to implement a use-

ful, cost-effective, and exciting program that incor-

porates satellite servicing into humankind’s portfolio

of spaceflight capabilities. This implementation needs

to be a partnership of government agencies, industry,

and academia, as satellite servicing has implications

and benefits in economic, legal, and scientific arenas.

Such a program would take advantage of near-term,

economically viable commercial applications as a

stepping-stone to more ambitious activities. Table

1.1, discussed further in “Satellite Servicing: The

Implementation,” describes a set of near-term recom-

mended actions and their expected results.

Executive Summary | 3



Table 1.1 - Table of Recommended Actions

Recommended Action Result

Optimize engineering design and trade studies for the Refined technical and cost assessments.
identified mission sequence.

Invest in key enabling technologies such as 1) increased Proven technologies that will serve as the basic building
autonomy for robotic systems, 2) improved systems for blocks for complex servicing activities to allow future
rendezvous/docking/refueling, 3) advanced tools and missions to focus on mission-specific challenges and
end-effectors for astronauts and robots, 4) modular, solutions.

self-reconfigurable, and mobile robotic architectures and
systems that can move around large structures in space,
and 5) advanced imaging/pose-estimating capabilities.

Assess a range of customers for satellite servicing. Defined benefits for a suite of executable missions.

Create design recommendations for future spacecraft. Accepted standards for spacecraft design that improve
serviceability.

Establish customer/provider working groups.

A routine venue for discussion and feedback to
implement lessons learned and best practices.

program architectures and priorities.

Integrate a satellite-servicing infrastructure with NASA

The benefits of satellite servicing will be exploited where
available and appropriate.

Mission Sequence section (Chapter 4).

Initiate plans for executing the missions described in the

Immediate benefits provided by satellite servicing while
refining the technologies needed for further advances.
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Chapter 1
Introduction

Every new frontier brings new challenges and new rewards. Regardless of
the ultimate motivation for conquering a new frontier, the process takes on
a familiar cadence. At first, recognition of the frontier and learning how to
deal with its environment lead to early exploratory missions that come at
great cost and often with great sacrifice. Next comes the attempt to reap
economic or other benefits. Finally, as the new frontier becomes more
familiar, infrastructure development provides the backbone for a continued
presence that enables using its unique characteristics and provides a
springboard to the next frontiers. So it is for space.

Figure 1.2 — The Gemini Rendezvous and Docking Experiments — The
Gemini program in the mid-1960s had to validate, among other things,
the rendezvous and docking techniques that would be required for the
Apollo program. The photograph on the left was taken on the Gemini 76
mission, where Gemini 6 maneuvered to and kept station within 30 cm
of its sister ship, Gemini 7. Subsequent Gemini missions successfully
validated rendezvous and docking with used Agena second stages
(center and right photographs), which were then used to boost the
docked spacecraft into higher orbits that broke human altitude records.
This was the beginning of rendezvous and docking technology on-orbit,
which is a basic capability required for satellite servicing.




On-orbit repair and refurbishment have matured to
the point where they can be applied to fairly complex
satellite systems. This is evident in the remarkable
successes enjoyed by the five servicing missions for the
Hubble Space Telescope. The tools and methodologies
developed to enable these successes apply equally well
to a broad range of customer satellites. On-orbit repair
and refurbishment directly improves overall mission
reliability and helps to ensure mission success. These
benefits will become increasingly important as our
ambitions in space increase and the cost and feasibility
of major projects become commensurately more
challenging.

We now have a long-term human outpost in
space, the International Space Station, that provides
an unprecedented platform for developing satellite
servicing technologies and techniques. It is only the
beginning of humankind’s infrastructure in space,
and not surprisingly, it has not yet addressed every
issue. Significant resources are still expended to simply
ensure basic needs. Nevertheless, it can serve as a
significant springboard to more distant destinations
through enabling essential technology development.

These potential benefits have not escaped Congress
and the NASA Advisory Council (NAC). Their desire
to realize these benefits led to the mandate for this
study. The results from this study are clear:

1. We have the technologies roday to realize a viable

satellite servicing program. Such a program

can respond to a wide range of foreseeable
requirements for routine maintenance,
refueling, and the assembly of large structures.

2. We can articulate a concrete series of actions to

execute this program. The program is consistent
with current NASA plans for human and
robotic exploration and is sufficiently robust

that it can evolve with NASA’s plans.

Study Mandate

For the past several years, NASA has received formal
advice, recommendations, and, more recently,
appropriated funding to develop concepts for satellite
servicing and assess their values. In 2007, the NASA

Advisory Council Astrophysics Subcommittee
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recommended that NASA carry out trade studies on
“in-space operations (and their) potential for assembly,
servicing, and deployment.”

A year later in NASA’s FY 2008 Authorization,
Congress also became interested in the importance of

spacecraft servicing:

The Administrator shall take all necessary steps
to ensure that provision is made in the design
and construction of all future observatory-class
scientific spacecraft intended to be deployed in
Earth orbit or at a Lagrangian point in space
for robotic or human servicing and repair to the
extent practicable and appropriate.”

Congress provided further guidance in NASA’s FY
2009 and FY 2010 appropriations bills. Specifically,
it linked the servicing of scientific spacecraft with the

future human spaceflight architecture, viz.,

Therefore, it will be critical that the Constellation
program demonstrate unique capabilities to
maintain synergies between free-flying scientific
spacecraft and human spaceflight endeavors.
Accordingly, the bill provides $20,000,000

for NASA to undertake an assessment of the
feasibility of using the Constellation architecture
to service existing and future observatory-class
scientific spacecraft, fully utilizing the unique,
core expertise and competencies for in-space
servicing developed by the Goddard Space Flight
Center and its private sector partners for the
Hubble Space Telescope.®!

This document is the internal Project report for the
required assessment. More complete references related
to this mandate are provided in Appendix A.

The 2009 Congressional mandate specifically
refers to the Constellation architecture that was being
implemented at that time. The human spaceflight
architecture has since evolved into a new architecture
reflected in the NASA Authorization Act of 2010.
While this report does not assess using the now
defunct Constellation architecture, we believe that
the study has met the intent of the Congressional

direction.



What Wil This Study Contribute”?

Our study provides a balanced assessment of the state of satellite servicing and
charts a path toward a future where the benefits of satellite servicing will be realized
and become routine. The resulting paradigm changes could result in new space

architectures to enable otherwise impossible applications. By charter, our study

provides the following results.

1. Data-based assessments on the feasibility and practicality of satellite

servicing.

. Definition of common design choices and interfaces that make a satellite

more serviceable, and a description of the benefits of doing so.

3. Assessment of key technologies that enable satellite servicing using any
architecture envisioned today, and identifying gaps in what will be needed for

future servicing.

4. The basis for decisions about ground and flight demonstrations of satellite
servicing technologies and techniques.

Our study intends to bring up-to-date the under-
standing of the potential of satellite servicing and to
contribute to future design work and investments.
The past two decades have seen extensive research in
academia and industry, along with significant demon-
strated interest in spacecraft upgrading and servicing.
There have also been some widely quoted myths about
the value of this capability. Nevertheless, there has
been no relevant wide-ranging systematic NASA study
of this activity since the series of satellite servicing
workshops that ended in 1989.

Our study identifies design choices and capabili-
ties that are common among many different servicing
scenarios. This is intended to guide future mission
concepts to make them more accessible to potential
servicing systems. Examples include a high degree of
modularity, standardized interfaces, common elec-
trical and fueling connectors, common fasteners,
accessibility of key spacecraft systems, etc. These types
of design requirements also tend to make spacecraft
Integration and Test (I&T) substantially less expen-
sive. This is discussed under Chapter 5, “Satellite
Servicing: The Challenges.”

More specifically, our study makes available
designs and operational scenarios of sufficient fidelity
to permit on-orbit servicing discussions based on data,
rather than anecdote and mythology. Similarly, our
results enable identification of servicing scenarios that
are more—or less—implausible, unaffordable, or too
complex to carry out (e.g., require too many elements
to be launched, require human spaceflight capabilities
that are not planned). These are investigated in detail,
along with their technology requirements, in a set of
notional missions and are summarized under Chapter
4, “Satellite Servicing: The Implementation.”

Finally, our study identifies precursor and
demonstration programs that should be carried out
over the next few years to verify key capabilities in
advance of more ambitious servicing missions. The
beginnings of this program are the International
Space Station-based demonstration experiments being
developed by NASA’s Goddard Space Flight Center
(GSEC) Satellite Servicing Capabilities Project. These
experiments are also discussed further in Chapter 4,

“Satellite Servicing: The Implementation.”
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Study Methodology

This internal project report provides the detailed results of the NASA On-Orbit
Satellite Servicing Study, which includes five major activities.
1. Conduct an industry-wide Request for Information (RFI) to notify the satellite
servicing community of an opportunity for discussion.
2. Conduct the International Workshop on On-Orbit Satellite Servicing in March

2010 to engage the community.

3. Examine notional missions to bracket the trades involved for possible

servicing customers.

4. Examine near-term in-space hardware demonstrations to provide relevant

and immediate results.

5. Develop and validate ground simulator and test bed capabilities that can be
used to verify satellite servicing flight hardware and software.

From these, we develop implementable recommendations for a mission sequence
and identify gaps in the technology required for more ambitious future elements. A
core team at NASA’s Goddard Space Flight Center (GSFC) performed the day-to-

day work for the study.

The industry-wide RFI was intended to gather
information from the providers and customers of
servicing-related technologies to supplement the
knowledge base of our core team. A total of 70 RFI
responses (plus 22 workshop abstracts) were received
and are summarized in Appendix B. Of these RFI
responses, 12 were from academia, 42 from industry,
14 from government organizations, and 2 from
foreign organizations.

The workshop gathered together experts in satel-
lite servicing for a three-day event to share informa-
tion. This event drew over 250 participants (234 in
person and 20 to 30 through the web) and 58 pre-

sentations. Some of these participants were invited

speakers because of their RFI responses. The workshop

summary is provided in Appendix C.
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The notional mission studies used the Integrated
Design Center (IDC) at NASA GSFC to investigate
the major trades for various servicing scenarios. A
total of six notional mission studies were completed in
seven weeks of IDC time. The results are discussed in
Chapter 4, “Satellite Servicing: The Implementation”
and also presented in detail in Appendix E

The near-term hardware demonstrations started
the implementation of some technologies that could
benefit from demonstrations using the International
Space Station (ISS). These are also discussed in
Chapter 4.

The team reviewed past literature while
conducting this study. These works are listed in the
References and Related Historical Materials sections.

All of these activities were completed prior to the
end of FY 2010.



Assumptions

In any study of this scope, interactions with external elements cannot be ignored.

Specific discussions demand assumptions about the external environment that may

or may not turn out to be correct. This is especially the case for forward-looking

studies. In this section, we attempt to highlight some of these basic assumptions in

five areas so that the results can be interpreted in the appropriate context.

1. Our selection of potential customers.

2. The agency-wide paradigms that existed and were changed during the study.

3. How we evaluated launch vehicle considerations.

4. The human/robotic servicing paradigm.

5. Customer satellite cooperation levels.

The intent of the notional missions is to explore
the most revealing areas of the satellite servicing
trade space rather than to find specific solutions for
flight projects. In other words, the notional missions
enabled the team to identify successful engineering
solutions that can be treated as “existence proofs” in
subsequent analyses, rather than to produce optimized
designs for a real mission. The notional missions were
each developed in a one-week, intensive, and extreme-
ly challenging exercise called a design charrette.
Designing a multi-vehicle servicing mission
within the normal constraints of a one-week charrette
is particularly challenging given the many inter-vehi-
cle interfaces. Mechanical interfaces are obvious, but
every subsystem must be considered and addressed.
For example, if one is to transfer power from a ser-
vicer vehicle to a customer vehicle after the two are
physically mated, one must first define the duty cycle,
the average and peak loads, and the durations. These
are either negotiated between the two vehicles if the
customer is designed to accommodate servicing, or
dictated to the servicer by a legacy customer. This is
but one example of the choreography that must be
crafted for any servicing mission. Therefore, where
possible, existing satellites and launch vehicles were

used in the notional mission study process.

This is an important point, as it would be easy
to misread the intent behind the choice of customer
satellites in the notional mission suite. Customer
satellites were chosen solely to facilitate the design
charrettes and not to favor one particular mission
over another. For any servicing configuration, the
interfaces must be understood. In the absence of
well-defined customer interfaces, valuable time would
have to be spent considering details such as solar array
shadowing, communication system relaying, mass
properties, etc., and this time would be taken away
from studying the more generally applicable aspects
of servicing. For example, the Hubble Space Telescope
(HST) was the customer satellite in Notional Mission
3 because it is an existing low Earth orbiting satellite
that was designed to be serviced. Accordingly, its
interfaces exist and are well known, which allowed the
study team to develop well-defined requirements for
those interfaces on the notional servicer (dimensions,
power, data, etc.).

The launch system infrastructure assumptions
also deserve explicit clarification. The Congressional
language that enabled this study focused on identify-
ing elements of the Constellation architecture that
enable satellite servicing, such as an airlock for the

Orion spacecraft. However, as the study progressed,
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NASA shifted focus toward the “Flexible Path” and
the Commercial Orbital Transportation Services
(COTS) concepts discussed by the White House
Augustine Committee.” Since the notional missions
were intended to identify commonalities and tech-
nologies that enable multiple future architectures, we
deliberately constructed these notional missions to be
independent of specific Constellation elements. As a
result, some of the notional missions involve Con-
stellation elements, some involve COTS, and some
involve sending humans to ever-greater distances from
the Earth. The interfaces provided by these elements
allowed us to proceed with the study, but these inter-
faces should be viewed as example “boundary condi-
tions.” We expect that a different set of boundary
conditions (for missions with comparable objectives)
would lead to largely the same conclusions.

The study team also deliberately chose not to
perform any launch vehicle trade studies. Often
during the charrettes we would discover that the
particular launch vehicle chosen was too limiting in
launch mass, fairing length, or fairing total volume.
These design obstacles were not resolved with a launch
vehicle trade. Instead, a larger fairing, more capable
vehicle, or multiple launches were assumed so that
the design of that notional mission’s servicer could
continue. Therefore, we caution the reader against
drawing conclusions from our use of any particular
launch vehicle.

The study team discussed the potential servicing
customers at length as we developed the notional
mission suite. Existing satellites were selected to define
reasonable interfaces for designing the servicer. Given
the diversity of existing and planned satellites, every
choice involved considerable discussion. For example,
some members proposed studying a cryogenic tank
depot instead of a large-aperture telescope mission.
Intense discussion followed, centered around what
servicing elements of a tank farm in LEO were
unique and therefore deserving of one of the design
charrettes and what elements were already covered.

In the end, we concluded that Notional Mission 1
(orbit modification) and Notional Mission 3 (LEO
Autonomous Rendezvous and Capture [AR&C],
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communication coverage, and battery cycling)
explored the general servicing elements well enough
to eliminate the need for a separate charrette.

The decision to use human-robotic scenarios
for some missions and not others was dictated by
the desire to explore the unique areas of the satellite
servicing trade space. Additionally, the Flexible Path
concept of sending humans to ever-greater distances
did influence some of the notional mission choices. If
humans travel beyond LEO, our studies explain how
satellite servicing is a meaningful activity that exploits
the unique capabilities brought by a human presence.

Lastly, we define our convention for classifying
customer satellites from the perspective of satellite
servicing cooperation. All spacecraft servicing activi-
ties begin with an approach, rendezvous, proximity
operations, and capture sequence that brings the
servicer and customer spacecraft together. The servicer
spacecraft is typically the active vehicle during the
AR&C sequence and the customer vehicle is gener-
ally passive (i.e., not maneuvering to translate towards
the servicer). Where possible, the servicer vehicle will
always be designed to take advantage of any coop-
erative features offered by a customer vehicle. Some
of our notional mission servicers were designed to
conduct successful AR&C with partially cooperative
or even non-cooperative customers when necessary.

A cooperative rendezvous customer is one
that offers features that make the AR&C sequence
easier in various ways that will discussed later. By
contrast, a non-cooperative vehicle does not offer
such features and may instead have characteristics
that are hindrances. For completeness, we define
an uncooperative vehicle as one that is actively and
deliberately attempting to foil AR&C in one or
more ways (e.g., evasive maneuvers). The active and
deliberate nature of the lack of cooperation here is
what sets an u#ncooperative vehicle apart from a non-
cooperative vehicle. Note that uncooperative vehicles
are beyond the scope of this study. In the sections that
follow, most legacy satellites would fall into the non-
cooperative category. Our goal is to help ensure that
future satellites are cooperative to the degree practical

for their mission objectives.



Why Is Satellite Servicing Important”?

At the most general level, the answer to this question is simple. In order to push

the boundaries of our ventures into space, we must advance beyond visiting

destinations in space with sophisticated systems that allow no room for failure, and

beyond bringing everything we need with us. Closer to Earth, we must be able to

“pack out our trash” and extract the most utility from expensive space assets. All of

these activities require some aspect of what satellite servicing capabilities offer.

There are clearly many applications for satellite servic-
ing, each with its own definition of “importance”
based on the scientific, economic, strategic, and
societal benefits it offers. For instance, if the goal is to
travel to distant destinations, depots are a potential
enabling infrastructure and satellite servicing capabili-
ties are required to construct and stock such depots.

Another important service that satellite servicing
can offer is the orbital manipulation of existing
objects, a capacity that enables the removal of debris
and the reuse of unique orbital real estate. The debris
issue is a serious one even today in Low Earth Orbit
(LEO) and Geostationary Earth Orbit (GEO). In
February 2009, an Iridium satellite collided with a
spent Russian military satellite.”’) Today, events where
two satellites come within several kilometers of each
other occur numerous times each day. As time
progresses, these unintended orbital intersections
could lead to catastrophic debris generation in an
“ablation cascade” or Kessler Syndrome.l In addition
to the dangers of space collisions, the orbital real estate
at Geostationary Earth Orbit (GEO) is a limited
resource that is in high demand for communications
satellites. Thus, strong business and national security
cases can be made for clearing failed satellites at GEO
to reuse their orbital slots.

Repair and refurbishment are the most visible
successes of satellite servicing because of the
remarkable missions to service the Hubble Space
Telescope (HST). The life of valuable assets could
be extended through maintenance and upgrade,
but there is a more important related point. As our

ambitions in space increase, the systems required to
support these ambitions will become increasingly
more sophisticated. One could argue that such
systems would fail if satellite servicing were not an
integral part of the infrastructure. As an analogy,
consider operating an automobile in an environment
where no repair facilities were available. No matter
how well designed the automobile might be, it
would eventually fail. Without the infrastructure
and capabilities of “repair shops,” automobiles and
satellites are only useful until the first major failure.

To better understand the issues surrounding
servicing activities with existing customer satellites,
we can use an intuitive categorization developed by
Henshaw!”! that clarifies their dynamics. Suppose that
all satellites are placed into one of these analogous

categories for cars:

1. Fleet — a workhorse car used in car rental
fleets. It is sturdy, high utility, and very basic
in terms of technology. Its main utility is in
providing the ability to get reliably from one
place to another. Such a car is probably not
sufficiently valuable to warrant significant
repair, and once it reaches a certain mileage or
age, it is removed from service and replaced
by a newer model. Its spacecraft counterpart
would be the commercial satellite fleet
that provides communications services as
a commodity. Servicing activities for this
class of spacecraft would center around basic

maintenance and refueling. If something
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Figure 1.3 — Classes of Spacecraft for Servicing — Just as different cars receive different levels of maintenance, different
spacecraft fall into different categories of servicing needs based upon their application. At the top right is a “fleet” of
commodity communications spacecraft (based on the Orbcomm satellites). These could be compared to a fleet car for a
rental company and would receive minimal maintenance during their profit-generating lifetime. The two spacecraft at the
top left (based on the NASA Tracking and Data Relay Satellites) would be used for a more specific application such as
surveillance or private communications, and would be maintained more extensively like a family car. The bottom spacecraft
(based on the ATLAST observatory concept) represents a one-of-a-kind observatory, which would be compared to an exotic
car and is a potential candidate for extensive servicing.

should go wrong, the spacecraft would simply
and most cost- effectively be replaced.
Family — a car that is more likely to be
privately owned. It provides special features
to support the daily transportation needs

of a family. If such a car should break, it
would make sense for the family to repair

it until such time that major overhauls are
required. Its spacecraft counterpart would be
the government spacecraft constellation that
provides a variety of communications and
surveillance services, but only to restricted
customers. Servicing activities here would

include basic maintenance and refueling, but
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because these are not commodity satellites,
some level of repair may also be justified to
maintain strategic capability or service, or to
“buy time” to allow new technologies to be
incorporated into their replacements.
Exotic — a state-of-the-art car that is made
in limited numbers. It provides special
capabilities that are unique and deemed
rewarding to the owner. In the case of such
a car, even a complete refurbishment may
be justified when it becomes necessary. For
space missions, these would be the occasional
cases like the Hubble Space Telescope, other

astronomical observatories, or reconnaissance



spacecraft. These spacecraft are sufficiently
high-value and unique that great effort may
be justified in repairing and maintaining their

capabilities.

This classification is illustrated in Figure 1.3. Our first
observation is that there are many more “fleet” than
“exotic” cars. The benefits of servicing will be very
different for these cases.

The ability to refuel commodity communications
satellites would likely need to be a commodity itself.
In general, a refueling spacecraft would need to service
multiple customers in order to be economically
viable. Such a spacecraft would give the customer
satellite extended life, providing a continuing revenue
stream from an already depreciated satellite. To be
viable, the cost of refueling must be less than this
additional profit. If something serious were broken

on one of these commodity satellites, it is not likely

that mounting a special campaign to repair it would
make more economic sense than simply launching a
replacement.

For the family car, however, the application may
be sufficiently specific that replacements may not be
readily available. More extensive repairs may therefore
be desirable if the satellite’s function is required. An
example would be strategic communication services
for NASA or the Department of Defense.

The exotic car clearly serves a specific purpose
that is hard (if even possible) to replace. In this event,
extensive repairs may be warranted. The gain in
these cases is almost certainly realized by extending,
restoring, or improving function.

Clearly, the definition of “importance” depends
on the application, and each application will impose
a set of standards against which to gauge that
importance. This will be discussed more in Chapter 3,

“Satellite Servicing: The Benefits.”

Chapter 1 | Introduction — Why Is Satellite Servicing Important | 13



What Has Been Done Before”?

Figure 1.4 — The Repaired Skylab — Launched in 1973, Skylab was not only NASA's first space station, it was also the
Agency’s first human satellite servicing endeavor. A successfully deployed parasol (seen on the top of the central cylinder of

the spacecraft, nearer to the viewer) restored an acceptable thermal configuration and saved the mission.

This section reviews some of the seminal missions that have helped to define
satellite servicing. This is not intended to be an exhaustive list, and the reader

is referred to other published works for this information.®%'% Throughout this
discussion, it becomes apparent that, until recently, satellite servicing has
developed as specific critical needs arose. That is, a problem would present itself
and, if the necessary technology existed, the problem would be resolved —and
usually resolved successfully. This is a technology “pull” situation, or a “necessity
is the mother of invention” strategy. There is now sufficient experience with

these sorts of situations, both planned and unplanned, that we understand the
challenges for a wide range of servicing activities. There are also a wide range of
technologies waiting to be applied to this problem. Thus, we are now in more of a
“push” situation. Once we establish the vision of what we need to do, we have a
clear technology path for realizing that vision.

The Dawn of Satellite Servicing to launching Skylab on May 14, 1973 (Figure 1.4).
Skylab At launch, NASA's first space station had already

In the mid-to-late 19605, even as the Apollo program faced a tumultuous history. It then immediately

. . .. . . developed some serious technical problems. These
was in full swing, space visionaries were planning

the follow-on programs that would evenually lead problems resulted in a delay of the second launch

that would bring up the first Skylab crew. The two
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most pressing problems were the failures of the
micrometeoroid shield and the solar arrays to deploy
as planned. Micrometeoroid protection was not the
main issue with the shield as the risk was small and
not immediate. However, the shield also served a
more critical thermal management role. Without it,
the Skylab overheated and its cold-bias configuration
could not be maintained, threatening its contents as
well as human habitability and structural integrity.
These problems aggravated each other because any
attitude adjustments to maximize solar array output
would also increase the solar impingement on the
Skylab and further warm it up. These problems

had the potential to threaten mission success and
consequently NASA’s future in human spaceflight and
space stations.

On May 25, just 10 days after the initial launch
of the Skylab, the crew launched with some ingenious
hardware on board, designed to provide a replacement
thermal shield. After a series of heroic Extravehicular
Activities (EVAs), Skylab was restored to acceptable
performance limits on June 8, moving on to complete
its amazingly diverse mission as NASA’s first space
station. Despite the formidable challenges, the
ingenuity of the Skylab team also led to the first
successful demonstration of on-orbit repair.

The anomalies resulted in an Investigation Board
that attempted to determine their causes. Among the
many technical and managerial conclusions reached
by the Board, several were to have a lasting impact on
NASA’s ability to ensure mission success. These words
are no less relevant today than they were when they
were written almost four decades ago and should be

applied when planning a successful servicing mission.

One recommendation called for the
appointment of a project engineer on
complex items that involved more than one
engineering discipline. A second warned
against undue emphasis on documentation
and formal details: “Positive steps must always
be taken to assure that engineers become
familiar with actual hardware, develop

an intuitive understanding of computer-

developed results, and make productive use

2ol alkl

Figure 1.5 — Solar Maximum Mission in the Space

Shuttle Bay — The Solar Maximum Mission was one of

the first orbiting spacecraft to be retrieved, repaired, and
redeployed using satellite servicing. This photograph from
1984 shows the spacecraft being repaired by astronauts in
the payload bay of the space shuttle Challenger.

of flight data in this learning process.” Finally,
the Board encouraged the assignment of an
experienced chief engineer to major projects
such as the Workshop or Airlock. Freed from
administrative and managerial duties, he
would ‘spend most of his time in the subtle
integration of all elements of the system under

his purview.”!'>12!

Solar Maximum Mission Repair
As spacecraft technology became more refined, so did
the architectural designs that enabled more efficient
mission execution. One such early design was the
Multimission Modular Spacecraft (MMS). This design
empbhasizes a basic tenet: make the standard spacecraft
parts modular so that 1) they can be repaired and/or
replaced in space, and 2) ground integration and test
costs are reduced. That same modularity that allows
for on-orbit replacement also enables straightforward
replacement on the ground. We note, however, that
designing modular spacecraft remains the exception
rather than the rule, as modularity in spacecraft
design remains controversial.

The first spacecraft to make use of this
architecture was the Solar Maximum Mission (SMM),

launched in February 1980 to investigate solar
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phenomena during an active part of the solar cycle.
It operated until January 1981 when a failure in the
attitude control system truncated the mission.

Making full use of the MMS design, NASA
launched an ambitious recovery mission in April 1984
that fully restored SMM operation until it reentered
in December 1989 (Figure 1.5). During this repair
mission, STS-41C, the space shuttle Challenger
maneuvered close to the MMS and successfully
captured it. Astronaut EVAs replaced the failed parts,
and the SMM was redeployed from the Challenger
payload bay.

This successful first use of the space shuttle to
repair a valuable asset set the stage for the more

ambitious undertakings that would follow.

Palapa B2 and Westar 6

Almost immediately after the SMM success, the
space shuttle was called upon for yet another on-orbit
servicing challenge. As reported on August 23, 1984
in New Scientist :13

America’s space shuttle may make its
second salvage run into space on 2
November. Encouraged by the rescue and
repair of the Solar Maximum Mission
Satellite by shuttle astronauts on 10 April,
NASA is planning a similar attempt.

Figure 1.6 — Palapa B2 Recovery — Palapa B2 being
manipulated by an astronaut in a free-flying Manned
Maneuvering Unit. Palapa B2 was returned to Earth for
refurbishment and eventual reflight.
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This time, astronauts would hook on to
at least one of the two malfunctioning
communications satellites now drifting

uselessly...

The satellites are Palapa B2, owned
by the Indonesian government, and
Westar 6, owned by Western Union.
Last February, shortly after the two craft
were released from the cargo bay of the
shuttle, Challenger, both of their upper-

stage rockets misfired. Neither satellite has

functioned since.

On November 8, 1984, Discovery’s STS-51A
mission launched and deployed two new satellites as
planned. Subsequently, it successfully retrieved the
two errant spacecraft through daring and dramatic
EVAs that saw the use of the astronauts’ free-flying
Manned Maneuvering Units (MMUs, see Figure 1.6).
Discovery then returned these satellites to Earth for
refurbishment and reflight. This dramatic recovery
of two satellites that had never been intended for on-
orbit servicing led to the headline, “Insuror Delighted
By Space Rescue And Implications,” with the quote,
“What's happened here goes beyond any commercial
results and in our judgment ushers in a new era of
insurance practice in space programs.”'*l

This is an early example of an on-orbit servicing
activity resulting in commercial benefit. The insurers
paid the owners of the satellites a total of $180
million for the initial loss, and were planning on
recouping $50 million of those costs after the failed
satellites were retrieved and resold." This plan
ultimately returned both spacecraft to space in April
1990, as Palapa B2P and AsiaSat 1.1¢

This interest from the satellite insurance industry
continues to be relevant today: “Adam Sturmer, vice
president at Marsh Space Projects, one of the world’s
three principal space-insurance brokers, said that
in the last four years, insurance underwriters have
paid out some $700 million in claims for satellite
failures caused by propulsion-leak issues or due to the
satellites being placed into too-low orbits. In either
case, on-orbit servicing could have sizable appeal to

operators or underwriters.”"”)



Figure 1.7 — HST First Servicing Mission: COSTAR Installation — The first Hubble Space Telescope Servicing Mission

restored the observatory by replacing the High Speed Photometer instrument with the new COSTAR corrective optics,

designed to correct Hubble’s faulty vision. Both of these modular, telephone-booth sized instruments were designed to be

replaced in-orbit.

Satellite Servicing Gets Its Challenge

Hubble Space Telescope

The challenges and successes in the early days of
satellite servicing would presage the maturation of
this discipline in the 1990s. This was the start of

the Hubble Space Telescope (HST) era. HST was
designed specifically to support on-orbit servicing and
evolved the entire discipline in major ways (Figure
1.7). It defined the methodologies of crew training,
coupled with tool design and procedure, testing, and
verification, to support complex servicing missions.
“Test, test, and retest” and “train, train, and retrain”
became the mantras that led to success. Orbital
Replacement Unit (ORU) and Orbital Replacement
Instrument (ORI) design improved as the project
developed experience through the servicing missions,
ranging from “simple” box removals and replacements

in the beginning to very intricate board-level repairs

at the end. These missions also demonstrated how
to successfully use nominal mission planning,
preplanning for contingencies, iz situ contingency
assessment, and detailed simulation tools to help
ensure success.

Deployed by the space shuttle Discovery on
April 25, 1990, HST suffered international notoriety
when initial checkout found an optical flaw (spherical
aberration) in its primary mirror. The HST also
experienced thermally induced “jitter” or shaking
from its solar arrays during orbital sunrise and sunset.
Both of these anomalies blurred the images from an
otherwise functional observatory. This was the first
of NASA’s Great Observatories, and, once again,
the reputation of the agency was at stake. As HST
targeted those scientific topics that could tolerate
the imperfect images, NASA initiated an ambitious

program to restore the capabilities of the observatory
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through astronaut servicing. A servicing mission
had already been planned to support repair and
refurbishment, but not to resolve such a major and
unexpected problem.

A series of corrective optics were designed,
built, and tested as the centerpiece for this task. The
Corrective Optics Space Telescope Axial Replacement
(COSTAR) housed one set of optics in an axial
instrument enclosure that replaced the High Speed
Photometer, a relatively underutilized instrument
in the original complement. This innovative optical
system deployed by internal mechanisms and
corrected the telescope beam for the remaining three
axial instruments. The Wide Field and Planetary
Camera 2 (WFPC2), which contained a second set of
corrective optics internal to the instrument, replaced
the original Wide Field/Planetary Camera. NASA’s
European partner, the European Space Agency
(ESA), had provided the original solar arrays. ESA
successfully rebuilt a set of improved solar arrays
to minimize the thermal sensitivity. Several other
spacecraft components were also flown to replace/
augment the original set.

On December 2, 1993, after a rapid-development
program of only three years, the First Servicing
Mission (FSM) was ready and launched on the space
shuttle Endeavour (STS-61). This was one of the most
complex and challenging human spaceflight missions
ever attempted. In five consecutive days spanning 35
hours and 28 minutes of EVA, the crew successfully
performed all of the planned activities. This “mother
of all servicing missions” was fully successful, restoring
the originally planned capabilities and in some
cases improving beyond them. Once again, satellite
servicing demonstrated its utility.

During this mission, activities focused on
replacing Orbital Replacement Instruments (ORIs)
and Orbital Replacement Units (ORUs). This was
the design intent for HST as well as the servicing
infrastructure that was planned to support it.

In addition to repairing the optics (by installing
COSTAR and WFPC2) and the solar arrays (by
replacing the old solar arrays and one set of drive

electronics), this mission also installed coprocessors
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for the flight computer, restored magnetometer
function, replaced two Rate Sensor Units (gyroscope
assemblies) and gyroscope electronic control

units, and installed the Goddard High-Resolution
Spectrograph redundancy kit. The replacement of the
magnetometers was the first HST repair that used an
interface that was not originally intended for on-orbit
servicing.

In total, this extraordinary achievement was
successfully repeated four more times over the next
16 years. This epic has been told in many forms.""®"
Here we focus on the satellite servicing aspects.

In February 1997, Servicing Mission 2 advanced
the scientific power of HST by installing two “second
generation” instruments. These were ORUs by nature
since they were designed to be removed and replaced
by EVA. The Space Telescope Imaging Spectrograph
(STIS) advanced spectroscopy and enabled studying
supermassive black holes at the centers of galaxies. The
Near Infrared Camera and Multi-Object Spectrometer
(NICMOS) opened up the near-infrared wavelength
region on HST and enabled study of the distant
supernovae that are key to solving the Dark Energy
problem.

There was work to do on the spacecraft side as
well. One of the Fine Guidance Sensors (FGS) was
replaced and an electronics control box was added.
This was the first FGS to incorporate hardware
for spherical aberration correction. A solid state
recorder was installed to improve the reliability of
the engineering data stream, and a reaction wheel
assembly was replaced. In addition, a Data Interface
Unit (DIU) was replaced and the set of Solar Array
Drive Electronics (SADE) that was not replaced on
the FSM was replaced with a refurbished version
of the returned unit from the FSM. Some of the
unexpected damage to the light shield multi-layer
insulation was repaired i situ using improvised tools
and materials on board Discovery.

While the FSM still focused on ORU-level
activities, three servicing developments are worthy of
note. The DIU interfaces were very challenging and
required extensive training and testing. This would

pave the way for even more ambitious electrical



Figure 1.8 — HST Servicing Sophistication Progression — Servicing the Hubble Space Telescope demanded more than replacing hardware
that was designed to be serviced. As unexpected issues arose during the past 20 years of the mission, many tasks required developing
innovative techniques to solve specific problems. From left to right: First, the repair of the light shield during SM2. Second, the installation of
the New Outer Blanket Layer during SM3A. Third, the attachment of the NICMOS Cooling System external radiator during SM3B. Last, the
card removal for the Advanced Camera for Surveys Repair during SM4. Each repair required accessing interfaces that were not designed for
servicing, and each was fully successful.

connector manipulations in the future. Secondly,
the theme of returning hardware for refurbishment
and later reinstallation was starting to emerge with
the refurbished SADE installation. Finally, the
contingency light shield repairs heralded an era of
unplanned repairs of significant complexity.

Servicing Mission 3 (SM3) was split into two
flights (Servicing Missions 3A and 3B) to respond
to the schedule pressure from failing gyroscopes.
Indeed, in December 1999, Discovery visited HST
on SM3A while Hubble was in safe mode because the
observatory lacked sufficient functional gyroscopes.
This mission provided a fresh set of gyroscopes in
addition to a new advanced computer, another
refurbished FGS, handrail covers, a new transmitter,
and another solid state recorder. A partial set of New
Outer Blanket Layers (NOBLs) was installed to
help manage temperature, as the original insulation
had degraded with age. Again, the theme of reusing
refurbished parts was reinforced with the FGS
reflight. The installation of the NOBLs was the start
of on-orbit assembly on HST.

In March 2002, Servicing Mission 3B saw
Columbia carry the “scientific advancement” portion
of the SM3 manifest. A new camera, the Advanced

Camera for Surveys (ACS), took over the main

imaging function from the aging WFPC2 instrument.

An experimental NICMOS Cooling System (NCS)
provided the NICMOS instrument with auxiliary

cooling to permit operation after its cryogen was

depleted. In addition, this mission installed rigid
Solar Arrays that provided more power with less area,
replaced a Reaction Wheel Assembly, replaced another
set of gyroscopes, and replaced the Power Control
Unit (PCU). Of note here is that the NCS was a
custom-made design to respond to an unforeseen
situation. Its installation required careful planning for
both the interior of the HST and its exterior, where

a large radiator was installed to remove the heat from
a new mechanical cryocooler. This degree of on-orbit
assembly is now “routine.” The PCU replacement
also represented a tour de force in training and
manipulation of a unit with electrical connectors that
were never intended to be removed and reconnected
by EVA.

After SM3B came a long hiatus in HST servicing.
The Columbia tragedy brought a deep examination
into the roles of human spaceflight. During this
time, significant advances were made in planning
and preparing for robotic servicing of HST. Program
plans and some hardware development were started
in anticipation of the Hubble Robotic Servicing and
Deorbit Mission (HRSDM). In April 2005, NASA
decided that another space shuttle servicing mission
would be allowed with some additional safety rigor
incorporated into the mission training and operations.
Work stopped on HRSDM to focus on the final
human visit to HST.

In May 2009, Servicing Mission 4 was launched

on the space shuttle Atlantis. It brought even more
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scientific capabilities to HST through the Cosmic
Origins Spectrograph and the Wide Field Camera

3. Astronauts performed the first on-orbit circuit
board replacements through the STIS and ACS repair
activities. To leave the observatory in the best state
possible, HST also received new gyroscopes, another
new Fine Guidance Sensor, new batteries, and a new
set of NOBLs. In anticipation of a future deorbiting
requirement, a Soft Capture Mechanism and Low
Impact Docking System was installed at the aft end of
HST to provide a standard interface for autonomous
rendezvous and capture (AR&C).

Each of the five HST Servicing Missions brought
its own challenges (see Figure 1.8). They were all
overcome to achieve 100% mission success over the
course of a two-decade history—an extraordinary
demonstration of the benefits and versatility of

satellite servicing.

International Space Station, The “Killer App”
To date, the International Space Station (ISS) is
arguably the “killer app” for satellite servicing. As

Figure 1.9 — ISS SSRMS Installing Cupola - In the grasp of
the Canadarm2, the Cupola is relocated from the forward
port to the Earth-facing port of the International Space
Station’s newly-installed Tranquility node. NASA astronauts
Terry Virts, STS-130 pilot; and Kathryn Hire, mission
specialist, moved the Cupola, operating the station’s
robotic arm from controls inside the Destiny laboratory.
Also visible are a Soyuz spacecraft, the (space shuttle)
Remote Manipulator System and portions of space shuttle
Endeavour. This operation is a dramatic demonstration of
the results of humans and robots working cooperatively.
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humankind’s largest artificial satellite, it orbits the
Earth with a mass of over 385,000 kg (at assembly
complete), spans 108.5 m in its longest dimension,
and has 937 m® of pressurized volume. Its solar
arrays cover an area of 3,567 m?. Eighty-four kW of
electrical power are distributed to operate ISS systems
and experiments. The first module, the Functional
Cargo Block or Zarya, was launched in 1998. The
Expedition 1 crew of Bill Shepherd, Yury Gidzenko
and Sergei Krikalev first occupied ISS on November
2, 2000. There has been a continuous human presence
in space ever since. About 200 people representing
15 countries have been on ISS to date. It serves
as an orbital human outpost where a wide variety
of research is conducted and where many of the
technologies needed for human exploration beyond
Low Earth Orbit (LEO) are being demonstrated.
ISS demonstrates the value and utility of on-
orbit construction. The sheer size of the space
station precludes ground assembly, test, and launch
as an entire unit. As a result, standard interfaces
between elements were well defined to facilitate on-
orbit connection. Ground testing, including space
qualification tests in thermal-vacuum chambers,
was conducted at the module or subsystem level.
Final integration and checkout of each new element
occurred on-orbit as they were added. Assembly has
taken 34 shuttle and 4 Russian (two Proton and two
Soyuz launch vehicles) flights to date (through STS-
132 in 2010) to deliver and outfit some 33 major ISS
on-orbit elements. Construction of the ISS has thus
far required 143 spacewalks—28 from the shuttle
and 115 from the U.S. Quest airlock—for a total
of about 900 hours, in addition to 34 spacewalks
from the Russian Pirs airlock. The total EVA time
on ISS is more than an order of magnitude greater
than the total Apollo EVA time. Astronauts have
performed a variety of on-orbit maintenance tasks
including clearing solar array panels snagged during
deployment, repairing a torn array, lubricating the
ISS Solar-Array Alpha Rotary Joint, and removing
and replacing failed components such as a Control
Moment Gyroscope, as well as installation and

retrieval of external research payloads. Most recently,



ISS astronauts successfully repaired a failed cooling
system in an ambitious application of servicing
capabilities.

ISS internal and external research facilities
support a broad array of experiments. Internal
facilities include human and biological test facilities,
physical science and materials, combustion, and
fluid science research equipment racks. A nadir-
facing, high-optical-quality window is available
for performing Earth science observations. Three
basketball-sized Synchronized Position Hold Engage
Reorient Experimental Satellites (SPHERES) are also
now available as an ISS facility. These were originally
developed by the Defense Advanced Research Projects
Agency (DARPA) to conduct formation flying and
constellation experiments in the ISS “shirt sleeves”
microgravity environment.

There are a number of external research facilities
on the ISS as well. These include several sites along
the U.S. Truss where four ExPRESS Logistics Carriers
(ELCs), two zenith and two nadir facing, will be
attached. Each ELC has two locations where research
payloads can be installed and operated. External
experiments can also be installed and operated on
the Japanese Kibo External Facility and the European
Space Agency’s Columbus External Payload Facility.

Robots have played an important part in ISS
construction and maintenance (see Figure 1.9). The
space shuttle robotic arm has removed a number of
new ISS elements from the shuttle’s payload bay and
transferred them to the larger Space Station Remote
Manipulator System (SSRMS) for berthing or pre-
installation positioning. The SSRMS also provides
a platform for spacewalking astronauts conducting
assembly or maintenance operations. SSRMS is
used to grasp and berth visiting vehicles such as the
Japanese H-II Transfer Vehicle (HTV) and the future
SpaceX Dragon and Orbital Cygnus.

The Canadian Special Purpose Dexterous
Manipulator (SPDM), or Dextre, provides the
capability to allow some operations previously
requiring a spacewalk to now be performed
robotically. Dextre is 3.5 m tall and has two

independent robotic arms that can conduct much

Figure 1.10 — ISS Solar Array Repair — While anchored to

a foot restraint on the end of the Orbiter Boom Sensor
System (OBSS), astronaut Scott Parazynski, STS-120
mission specialist, participates in the mission’s fourth
session of extravehicular activity (EVA) while space shuttle
Discovery is docked with the International Space Station.
During the 7-hour, 19-minute spacewalk on November

3, 2007, Parazynski cut a snagged wire and installed
homemade stabilizers designed to strengthen the damaged
solar array’s structure and stability in the vicinity of the
damage. Astronaut Doug Wheelock (out of frame), mission
specialist, assisted from the truss by keeping an eye on the
distance between Parazynski and the array. Once the repair
was complete, flight controllers on the ground successfully
completed the deployment of the array.

finer operations than the space shuttle arm or
SSRMS. This enables activities such as the removal
of failed components and installation of spare units.
Dextre can be attached either to the SSRMS, onto
the ISS Mobile Base System, or to a number of fixed
locations around the ISS.

The ISS may be used as a platform for developing
tools and techniques for human and robotic assembly
of other large structures in space, such as large
optical telescopes (see Figure 1.10). A number of
demonstration concepts have been proposed to take
advantage of the availability of astronaut spacewalks
and dexterous robotics such as Dextre, as well as the
utilities and support structures on the ISS.

Dextre is also a tool to develop new dexterous
robotic applications. Operating telerobotically
from the ground, it will be used to demonstrate the
capability to service and refuel a satellite not originally
designed to be serviced on orbit. The Robotic
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Refueling Mission (RRM), discussed in Chapter 4,
will include a number of task boards and refueling
ports configured to represent typical legacy spacecraft.
Special tools will be used by Dextre to remove thermal
insulation, access test ports, cut safety wires, remove
tertiary and safety caps, and transfer a fluid with
properties similar to hydrazine (a typical satellite fuel)
into a receiving tank.

The Dextre Pointing Package (DPP), also
discussed in Chapter 4, will use Dextre to
demonstrate a fine pointing capability for future Earth
and space instruments. DPP, operating in Dextre’s
grasp, will also observe visiting vehicles approaching
ISS to evaluate a number of sensors and to assist in
the development of algorithms and techniques for
autonomous rendezvous and capture.

Robonaut 2 (R2) is another robotic enhancement
to ISS. R2 is a “human-equivalent” robot with fine
hand and joint control (Figure 1.11). It will initially
operate in the internal pressurized ISS environment.
Eventually, a variant of R2 may be used as an
astronaut aid on the outside of ISS.

Over the course of its assembly and utilization to
date, ISS has put into practice and perfected the best

lessons learned thus far in satellite servicing.

Technology Demonstrators

The potential of satellite servicing has not escaped the
attention of most major organizations associated with
space research. Here we list a few historical and recent
examples of technology demonstration activities. The
intent of these activities is to mature key servicing
technologies to the point where we can confidently

assemble the systems we are envisioning today.

NASDA: Engineering Test Satellite VII

On November 28, 1997, the National Space
Development Agency of Japan (NASDA) launched
the Engineering Test Satellite Number 7 (ETS-
VII). It was the first demonstration of autonomous
rendezvous and docking involving a “chaser”
spacecraft and a “target” spacecraft. These parts were
launched together in the H-II rocket fairing. The
Chase Vehicle included a 2 m robotic arm used to
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Figure 1.11 — Robonaut 2 — A “human equivalent” robot,
Robonaut 2 (R2), handles tools similar to the ones it will
use after its deployment to the International Space station
in early 2011.

grapple the Target. Relative GPS successfully provided
navigation information to the Chase Vehicle to control
the maneuvers. This successful mission demonstrated
basic technologies of rendezvous and docking, not as a
complete sequence, but in its component parts. It also
supported several related experiments on teleoperation
and latency, ORU exchange and assembly of a space
structure, and dynamic coordination between the arm
and the spacecraft.?” It is remarkable that given the
success of this mission, it would be another decade
before the next and more complex demonstrations

would take place.

U.S. Air Force: Experimental Spacecraft System
Starting in the late 1990s, the United States Air

Force Research Laboratory built a series of low-cost
“microsatellites.” Among them were XSS-10, launched
in January 2003, and XSS-11, launched in April
2005, both of which demonstrated key technologies
for satellite servicing. XSS-10 acquired and tracked its
own second stage, navigated around this object, and
performed a series of inspections ranging from 100 m
to 35 m from the second stage. XSS-11 demonstrated
autonomous operations and in particular, autonomous
proximity operations. It navigated to several U.S.-
owned objects in space and moved around these

objects while taking images.



Demonstration of Autonomous Rendezvous
Technology

The Demonstration of Autonomous Rendezvous
Technology (DART) mission was launched on
April 15, 2005, with the intent of demonstrating a
suite of on-orbit technologies that would support
autonomous rendezvous and proximity operations.
This was again a two-component experiment
consisting of the DART spacecraft and the previously
launched (1999) Multiple Paths, Beyond-Line-of-
Sight Communications (MUBLCOM) satellite.

The launch, early orbit, and rendezvous opera-
tions were fully successful. The DART subsequently
used significantly more fuel than planned during the
proximity operations phase due to a sensor anomaly
and a non-optimal software response. This resulted
in a collision with the MUBLCOM and subsequent
successful triggering of autonomous retirement opera-
tions for the DART spacecraft. The mishap report?!
identified a likely series of events and root causes
that led to this anomaly. Among the recommenda-
tions in the report was a need for stronger systems
engineering for such a technically challenging project.
It also highlighted that the goals of this mission are
central to our future endeavors in space, and that its
classification and acceptance as a “high risk” mission
(according to NASA procedures, currently specified as
NASA Procedural Requirements NPR 8705.4, “Risk
Classification for NASA Payloads”) caused unintend-
ed consequences as the project team dealt with the

usual cost and schedule challenges.

DARPA: Orbital Express

The Orbital Express mission sponsored by the
Defense Advanced Research Projects Agency
(DARPA) provided the first demonstration of success-
ful end-to-end robotic satellite servicing activities. The
system launched on March 8, 2007, and consisted

of two spacecraft: the Autonomous Space Transport
Robotic Operations (ASTRO) vehicle and a proto-
type modular NEXT-generation serviceable Satellite
(NEXTSat). NEXTSat was designed with servicing

in mind, and in particular, for servicing by ASTRO.
During the mission, ASTRO successfully performed

autonomous docking with NEXTSat and demonstrat-
ed fuel transfer as well as some ORU activities such as
the insertion of a battery into NEXTSat and chan-
geout of a flight computer on ASTRO. During its
roughly 4-month mission, Orbital Express provided
confirmation that key technologies needed for satellite

servicing are now in place.

New International Initiatives

Deutsches Zentrum fiir Luft- und Raumfahrt e.V.
(DLR), the German Space Agency, announced in
February 2010 that it had awarded contracts for five
components of its on-orbit servicing demonstration,
the German Orbital Servicing Mission. The contracts
are for overall system management, tracking, and
rendezvous with the customer satellite, disposal of the
customer satellite, design of the customer satellite,
and the design of the servicer’s payload, which
includes a robotic arm and docking mechanism.
During the on-orbit demonstration, the servicer and
customer satellite would be launched together and
would separate once in orbit, similar to the Orbital
Express mission. The servicer would rendezvous with
and capture the customer satellite and then guide the
system into an Earth reentry. Germany looks at this as
a way to propel their country to the forefront of this
technology.*

Canada’s MacDonald, Dettwiler and Associates
Ltd. (MDA) announced in March 2010 that it is
designing a mission to demonstrate satellite refueling
as well as moving inoperable satellites into “graveyard”
orbits. The servicer would dock with the satellite’s
apogee kick motor, peel away insulation, connect to a
fuel line, and deliver propellant. MDA is prepared to
finance part of the mission itself, and it is talking with
potential customers to establish enough of a demand
to finance the rest of the mission. The eventual
business model could have customers paying per
kilogram of fuel that has been successfully added to
their satellite; the affordable price per kilogram would
be determined by the additional revenue generated by
the operator from the extended operational life of the
satellite. The mission would have an on-orbit life of
about 5 years and would carry enough fuel to perform

10 or 11 refueling or retirement missions.!"”!
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In May 2010, MDA announced its plan to
initiate a major investment in the on-orbit servicing
business, calling it its most promising new business
venture.””” By July 2010, MDA seemed to have
cleared most of the technical hurdles to achieving
their goal. However, due to lingering and substantial
financial and liability-related questions, it also

appeared that their plans might be at risk.?*

Historical Activities

More than two decades ago, NASA sponsored a
multiyear series of studies and workshops on various
topics in satellite servicing. Although the technology
and candidate “customer satellites” have changed
considerably, most notably in the capabilities of
robot and sensor systems, many of the same issues
assessed in the late-80s were considered in this study.
In appreciating that 20-year-old work, it is worth
remembering that neither the ISS nor HST had been
launched when most of that material was written
and recommendations were submitted to NASA
Headquarters for action.

The breadth of satellite servicing studies were
presented and discussed in four annual conferences
on satellite servicing, culminating in June 1989
with the Sazellite Services Workshop IV at NASA’s
Johnson Space Center (JSC-23655). This conference
summarized much of the preceding half-decade’s work
and presented priority recommendations to enable
future servicing in space. Significantly, the NASA
Headquarters Office of Space Flight draft strategic
plan for satellite servicing was presented and discussed
(see also Levin, G. and Erwin, H. Jr., “An Overview of
the Office of Space Flight Satellite Servicing Program
Plan,” Acta Astronautica 8 (1988: 55-61). Specifically,
the strategic plan highlighted use of the ISS with
the Orbital Maneuvering Vehicle (OMV) and space
shuttle to achieve four priority goals: (1) refueling or
resupply, (2) repairing, (3) retrieving, and (4) system
upgrade.

Presentations and discussion at this final
workshop drew upon the recently released Zechnology
Assessment for a Robotic Satellite Servicer System (1988,
JSC 22970, Volumes I1I and IV; Volumes I and II are
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interesting background material and existing literature
for that time on aerospace robotics). In addition to
making recommendations for priority technology
investments, an interesting conclusion in this report
is that commercially available robotics systems az the
time could often be adapted for space applications.
This conclusion may have been largely due to the very
limited investments that NASA had made in robotics
technologies, a situation that has improved but still
largely exists today.

NASA’s servicing strategy at that time went
on to outline a series of increasingly challenging
objectives: building upon demonstrations at ISS and
in Low Earth Orbit (LEO), then moving outward
to Geostationary Earth Orbit (GEO) and other
locations as the capabilities improved. Likewise,
the strategy planned for increasingly capable robot
systems, supported by agency technology investments.
Throughout, the NASA strategy emphasized
developing the “business model” basis for servicing:
Were there sufficient numbers of candidate satellites
that could be serviced?

Finally, a key element to the NASA servicing
strategy was the necessity of establishing common
standards among satellite designs to facilitate servicing
and upgrading, including modularity of systems and
commonality of connectors, ports, and grappling
fixtures.

Ironically, almost exactly a year after the public
presentation of NASA’s servicing plan, the OMV
“space tug” that was central to NASA’s servicing
strategy was cancelled due to budget pressure.

NASA completed no comparable, high-level
planning for servicing after the 1989 workshop was
published, although “lessons learned” on satellite
servicing were compiled in 1990 (NASA 408-M&R-
0302-0009) by the On-Orbit Servicing Steering
Committee, which apparently only met a limited
number of times. In the 1980s and 1990s, the NASA
Telerobotics Program funded projects addressing on-
orbit assembly and servicing, science payload tending,
and planetary surface robotics.

Our study confirms these findings from the past,

with updates based on the advances and experiences



in the intervening years. The development of the
satellite servicing discipline has taken a somewhat
less direct path than predicted by previous studies.
Nevertheless, it has advanced through a combination
of need, technological readiness, and perhaps most
importantly, a growing acceptance of its many

benefits.

The Evolution of Tools and Techniques

As satellite servicing has evolved, so have the tools and
techniques used to perform its functions. We have
come to understand that the tools and techniques are
a central part of any servicing activity. The “actor” (be
it an astronaut or a robot) always has constraints on
how it can perform operations. The specific servicing
task places requirements that may or may not be
easily satisfied within those constraints. The tools and
techniques are how the capabilities of the actor are
transformed into the actions required for the task.
This evolution can be seen in a brief review of the
servicing missions performed to date and the tools
developed for these missions.

During Skylab 2, the first manned mission to
that facility, repairs to the observatory’s thermal shield
and solar arrays were performed using human EVA.
The tool design followed a utilitarian approach with
telescoping rods, cable cutters and pry bars. Simple
but effective, these efforts laid the groundwork for
future servicing tool development.

Later in the space shuttle era, servicing tools
and techniques evolved to make use of EVA and
robotic tools developed to support the space shuttle’s
systems and its mission. The most notable robotic
tool has been the Remote Manipulator System
(RMS), first flown aboard the space shuttle Columbia
during STS-2 in November 1981. A teleoperated
robotic system, the RMS extended the shuttle’s
capabilities outside the payload bay through grasping,
positioning, and control. EVA and robotic tools
would come together for the first time for servicing
during the Solar Maximum Mission (SMM) repair.
A specifically engineered servicing tool, the Trunnion
Pin Acquisition Device (TPAD), was developed to
support EVA capture of SMM. The RMS ultimately
grappled the SMM spacecraft and enabled the EVA
crew to replace and repair SMM components using
shuttle EVA tools. The successful SMM recovery
and repair mission showed that servicing using a
combination of standardized and specific EVA tools
is possible, and that space shuttle and EVA crew
capabilities can be enhanced by using those tools.

The HST Flight Systems and Servicing Project
incorporated the lessons learned from SMM when
developing the methodologies for the HST First
Servicing Mission (FSM). Once again, the RMS
would grapple the customer spacecraft. More
significant evolution of servicing tools took place
in the nature of the EVA tools (see Figure 1.12).

Figure 1.12 — EVA Power Tool Progression — Astronaut servicing tools have progressed as the complexity of servicing tasks has increased.
Shown here is a series of EVA power tools —torque-producing, battery-powered, bolt-turning drivers —developed over the course of the
space shuttle and ISS Programs. From left to right: the original shuttle Mini Power Tool is a low torque, household screwdriver with limited
capacity and reliability. The Power Ratchet Tool was developed for the HST Deployment Mission to provide high-torque and long battery
life, and continued in service for all HST Servicing Missions. The Pistol Grip Tool was developed jointly between the HST and ISS Programs,
as both were in need of a medium-torque, highly accurate, and self-contained tool for precision and construction tasks. The Mini Power
Tool was developed for HST Servicing Mission 4 as a high-speed, high-precision, illuminated dexterous screwdriver capable of removing

hundreds of tiny fasteners.
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Figure 1.13 — Unique, Purpose-Built, On-Orbit Repair Tools — By the last HST Servicing Mission, servicing tools had progressed to the
point where tasks that were complex on Earth were successfully completed on-orbit. During the HST Servicing Mission 4, two scientific
instruments, the Space Telescope Imaging Spectrograph (STIS) and the Advanced Camera for Surveys (ACS), were both partially
disassembled and repaired on-orbit by astronauts using purpose-built servicing tools. Neither instrument was designed to be serviced

on-orbit. The disassembly operations required dozens of tiny screws to be removed and then contained to prevent them from floating into
sensitive areas. The technology of the Fastener Capture Plate (left) facilitated these operations. Additionally, the instruments contained
electronics boards that had to be replaced. This operation required ensuring that the astronaut be absolutely protected from dangers such
as sharp edges, while simultaneously protecting the electronics boards from unintended contact and electrostatic discharge (ESD) damage.
Unique tools such as the Card Extraction Tool and Wire Cutter Tool (middle and right) were created to accomplish these tasks. Today, both
observatory instruments are operating again, in part because of the dexterity and efficiency made possible by these tools.

The servicing tasks required improved power tool Servicing tool evolution continues to this day,
performance in areas such as battery life, torque, and ~ with special concentration given to the development
reliability that drove the tool development activities. of robotic tools for ISS demonstration activities. The
Figure 1.12 shows the increasing use and necessity of ~ success of on-orbit servicing continues to be directly
power tools that enabled the vastly increased efficiency tied to the heritage development of unique servicing
for the sequence of HST servicing missions. tools, highlighting the importance of having the “right
HST servicing missions also required advance- tool for the job.”
ments in servicing tool dexterity and specialization
as the complexity of EVA operations increased. This
began with replacements of ORUs that were designed
for EVA changeout (FSM and SM2) and progressed
to non-EVA friendly ORU replacement and electron-
ics board level repairs (SM3A/B and SM4). Again,
servicing tool design evolved to meet the challenge
(see Figures 1.13 and 1.14). By the end of SM4,
HST repair astronauts had taken on-orbit servicing
to a new level by not only proving that it is possible
to remove and contain hundreds of tiny non-captive

screws, but also by demonstrating how to go well

beyond the interchange of Orbital Replacement Units

Figure 1.14 — Astronaut Training Refines the Tools

to executing circuit board-level repair of embedded

& p and Improves On-Orbit Performance of the Human-
systems. A milestone achievement for servicing tool Machine Interface — Astronauts John Grunsfeld and Mike
design, HST servicing missions proved that “brain Massimino concentrate on their training with the Fastener
surgery” is possible in space through the successful Celp i Flic,
repair of the ACS Charge-Coupled Device detector

readout electronics./?

26 | On-Orbit Satellite Servicing Study Project Report | October 2010



Myths About Servicing

From the previous sections, it is clear that the extraordinary potential of satellite

servicing has motivated a significant effort in both studies and practice throughout

the world. Flight experience demonstrates that the technologies and tools

to successfully execute servicing missions are well in hand. In spite of these

successes, some common misconceptions persist. Such figments need to be
addressed critically in order to enable advances in our paradigms for space
exploration. In this section we explore three such myths.

“There is nothing to service” is not true because strong business cases

have been made for servicing commodity satellites that provide the

communications infrastructure for modern life.

“Servicing is too costly” is generally quoted with respect to the HST

servicing experience, which is not representative of the majority of potential

future servicing activities.

“Satellites cannot be serviced unless they were designed to be serviced” is

demonstrably false since many HST servicing successes were “impossible”

tasks performed on hardware that was not designed to be serviced.

“There Is Nothing To Service”

Sullivan® studied all Earth-orbiting commercial,
civilian, scientific, and military spacecraft launched
from January 1984 to December 2003 and found that
on-orbit spacecraft failures occur on a regular basis.
Considering potentially telerobotically serviceable
failures only, on an average annual basis there are
about 4.4 component level spacecraft failures, 3.8
more complex systemic failures, and 0.3 deployment
anomalies. Beyond component and system failures,

a number of propulsive or refueling servicing
opportunities also occur—about 1 spacecraft per year
requires assistance to correct delivery into the wrong
orbit (need transfer from launch shortfall to GEO),
about 20 GEO spacecraft reach the end of useful fuel
(could be refueled or relocated to disposal orbit), and
about 13 spacecraft perform relocations in the GEO
belt, using up station-keeping fuel.

Other opportunities that carry a less direct eco-
nomic impact also occur. About 20 new spacecraft are
deployed in GEO each year. Deployment monitoring
of these 20 satellites is likely of value to many opera-
tors. Also, of the active population of GEO spacecraft
(~200), an annual inspection for micrometeoroid and
orbital debris damage along with general spacecraft
health monitoring might become a paying service as
well. Removal of non-operational spacecraft (-150
objects) from the GEO belt would reduce the chance
of catastrophic collision significantly and benefit all
GEO operators. Altogether, there is a substantial set
of annual servicing opportunities: 10 dexterous, 20
GEO refuel, 14 relocation, and more. The potentially
serviceable failures alone amounted to roughly $750
million (in FY 2003 dollars) in insured and uninsured
losses annually between 1994 and 2003. These same
failures have caused the industry to take a risk-adverse

approach and to use redundancy, proven technology,
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and long operational lifetimes to attempt to mitigate
this risk.

One example of an on-orbit failure is Orion 3, a
Geostationary Earth Orbit (GEO) communications
satellite that was launched in May 1999. The satellite
cost $150 million, the launch cost $80 million, and
there was a $265 million insurance claim after the
second stage failed to place the satellite in the proper
orbit.

This trend continues today. According to a
vice president at one of the world’s three principal
insurance brokers,!"” in the last four years insurance
underwriters have paid out some $700 million in
claims for satellite failures caused by propulsion
leak issues or due to the satellites being placed in
the wrong orbit. With its ability to fix some of these
problems, on-orbit servicing could have a sizable
appeal to operators and/or underwriters.

The $400 million U.S. Air Force Defense Support
Program missile warning satellite DSP-23, provides
a further example. It is drifting eastward through
the GEO belt at a rate of about 1° longitude per
week.?¢! Recently, control of Galaxy 15, a GEO
communications satellite, was lost after five years
of successful operations. It has also begun to drift
away from its orbital slot with its communications
payload broadcasting uncontrolled at near full power,
potentially causing disruption to other satellites.

Orbital Satellite Services (OSS) claims!?”
that there will be more than 140 commercial
communications satellites in the next 10 years that
will be due for decommissioning that would benefit
from life extension, or about one per month. This
life extension could be accomplished either by
attaching a propulsive servicer satellite to the back
of the customer satellite, as OSS proposes, or by
adding fuel to the customer satellite. Unfortunately,
satellites are operated today as airplanes were before
aerial refueling—with limited scope and flexibility.
However, on-orbit refueling does more than extend
the satellite’s life. Lift capacity of current launch
vehicles limits the amount of fuel available to a
satellite on-orbit. This prevents military planners from
developing operations concepts that would consume

large amounts of fuel. By refueling these satellites
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on-orbit, the ability to use them tactically would be
enhanced. As one example, faster orbital position
changes (which would consume more fuel) would
significantly reduce the drift time to a new location
in the GEO belt, reducing the repositioning overhead
time for valuable assets.

The detailed business cases for these potential
satellite servicing customers certainly need further
consideration. Closing the business case depends on
the details of the business, risk posture, insurance
availability, and other considerations that are specific
to a particular customer. However, as a part of this
study, we have found that the claim “there is nothing
in space to service” is based on outdated information
or a set of very arbitrary constraints. This study finds
that with appropriate planning, current technology
supports refueling, orbit modification, repair, refur-
bishment, and other modifications of large classes of
legacy spacecraft in addition to future spacecraft that

could be designed with servicing in mind.

“Servicing Is Costly”
In spite of NASA’s decades of successful satellite
servicing activities, any discussion about the feasibility
of satellite servicing eventually engenders the assertion
that servicing satellites just costs too much. It might
be, “Designing a satellite specifically to be serviced
will increase the cost by at least XX%,” or, “Why
service anything when it’s actually cheaper to build
and launch a new one?” For current spaceflight
developers, this myth is a strong barrier to candid
assessments of options for mitigating risks and
meeting mission objectives in the most cost-effective
way. Much work has been done in academia and
industry to describe the cost-benefit equation for
servicing, yet this myth persists. It must be examined
and the false portions put to rest as NASA moves
forward to define future spaceflight architectures.
Many factors contribute to perceptions about
the cost of servicing, often springing from erroneous
generalizations of specific facts. Here we summarize
three perceptions that contribute to the myth: 1)
the cost of the current servicing paradigm, 2) the
existence or viability of other servicing paradigms, and

3) the cost of designing a satellite to be serviced.



The most pervasive perceptions about the cost of
the current servicing paradigm stem from the hugely
successful Hubble Space Telescope (HST) servicing
missions that are widely reported to have cost between
$1-2 billion each, and to have used astronauts in
potentially dangerous extravehicular activities to
perform intricate tasks to refurbish a multi-billion-
dollar observatory. Even these high numbers may
underestimate the true cost of servicing HST since
they do not include the full lifecycle cost of the space
shuttle. A straightforward business case for servicing
HST could be made by comparing the several-billion
dollar initial cost of the telescope against the $1-2
billion cost for each servicing mission. If the servicing
mission leaves HST in a “like-new” configuration and
with expanded capabilities that are congruent with
scientific demands, then building and launching a
replacement would appear more expensive. However,
any cost expressed in billions is a great deal of money,
and given the high visibility of HST and its servicing
missions, this enormous price tag has a profound
influence on the perceptions and beliefs about the cost
of satellite servicing.

Even with the reality of billion-dollar HST
servicing missions, it is not realistic to assume that
any successful servicing mission must follow the HST
model and thus cost an appreciable fraction of the
original investment. The cost and the sophistication of
the tasks clearly place the HST servicing missions in
the extreme category of servicing, where the business
case resides more in the incredibly high scientific
or strategic benefit than in the straightforward cost
assessment. That case for HST has been made in

2829301 Perjodic refurbishment

many different ways.!
has kept this flagship observatory productive for over
twenty years. The installation of new instruments
created a state-of-the-art observatory with each
servicing mission, a cadence that could never be
supported by launching new observatories. The

new instruments will also help ensure that the
observatory’s last years will be its most scientifically
productive. However, HST is not the only model for
servicing. More importantly, it is not the right model
to use in assessing costs for a purely commercial

business case for servicing.

Several academic theses identify the cost benefit
of servicing, viable business cases, and cost break
points for different models of satellite servicing.®*!
Whether modeling a servicer with a single customer, a
servicer that visits multiple customers in nearby orbits
(e.g., a single inclination in GEO), or a constellation
of servicers covering a larger orbit regime, a viable
customer base and approach can be identified within
the parameters studied. Some of these cases describe
the exotic-car model of multi-billion-dollar missions,
but most describe fleet or family car servicing models
(see Henshaw analogy in Chapter 1, “Introduction—
Why Is Satellite Servicing Important?”).

Erdner presents one example in a study where
he describes a constellation of 15 identical CubeSat
satellites deployed just below the geostationary belt to
inspect every satellite in GEO in less than a year.%’!
The goal is to detect any co-orbiting objects close to
known assets. His cost model estimates this fleet could
be built and operated for a year for a total mission
cost of $18 million (in FY 2000 dollars). While his
well-documented cost model explicitly excludes many
elements (e.g., launch), even at ten times that cost,
this paradigm of a group of small inspection satellites
is remarkably different from that of the sophisticated
HST servicing missions and far less costly.

In our notional mission suite (see Appendix
F), we present a servicer concept to autonomously
rendezvous, capture and move to a super-synchronous
disposal orbit multiple non-cooperative customers in
GEO. Although the mission was not optimized for
cost, the servicer was estimated to cost $545 million
and could “super-sync” (place in super-synchronous
disposal orbit) roughly ten non-cooperative customer
spacecraft in GEO. Such a servicer would enable
a customer satellite to remain in position until all
its maneuvering fuel is expended and still comply
with orbital debris requirements at end-of-life by
purchasing a super-sync mission from the servicer.
The same servicer could also be used to dispose of
inoperable spacecraft.

The next evolution of the space program could
incorporate such lower-cost models of satellite
servicing. Rather than costing more, a new spaceflight

architecture that incorporates refueling and servicing
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could actually reduce cost at the mission, program,
and agency levels. A refueling infrastructure (e.g.,
a refueler that visits multiple customers) in GEO
could reduce cost and reduce risk for new missions
and extend the life of existing, legacy spacecraft
simply by separating the launch of the majority of
the propellant from the launch of the high-value
satellite. A spaceflight architecture that includes a
refuelable servicer in GEO would shift the risk of
mission failure, reduce mission cost, increase mission
performance and flexibility, and potentially enable
new missions.?"

Such ventures do not exist today due to obstacles
such as liability issues®” and myths about customers
or technology readiness. However, their potential
profitability is well documented, as described in the
references above. These new ventures would open the
possibility of a new paradigm for commercial and
strategic satellites in a serviceable orbit. In the absence
of servicing, satellite developers are driven towards
proven, reliable designs and long operational lives.
These drivers may unnecessarily stifle innovation and
increase cost.®!! With satellite servicing, new space
architecture trades are opened up with potentially
significant cost-benefit improvement.

The third aspect of the “Servicing Is Costly”
myth is the belief that designing and building for

serviceability increases the concept-to-launch cost of

the customer satellite. In response, we consider what it

means to design for servicing and then assess the end-
to-end life cycle costs and potential savings of such
an approach. This report summarizes the question
of designing a satellite to be completely cooperative
to servicing (see Chapter 5, “Satellite Servicing: The
Challenges,” section “Making Future Missions More
Serviceable”). However, the successful servicing of
subsystems on HST that were never designed to be
serviced proves that on-orbit servicing is feasible
even with legacy hardware. Designing for servicing
actually describes a spectrum of accommodation
options. With each servicing accommodation

that is incorporated into the design, a satellite
moves gradually from being a non-cooperative (no
accommodation) customer to a fully cooperative (all

possible accommodations) customer.
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For this cost discussion we group accommoda-
tions for servicing into two general categories: 1)
adding external hardware elements (e.g., grapple
fixture, rendezvous targets, handrails, holes,
or handling points) and 2) designing modular
subsystems with simplified and standardized inter-
faces. During a servicing mission, both types of
accommodations transfer task complexity from the
servicer to the customer, with concomitant reduction
in the cost and risk of the servicing mission. However,
for the moment, we only consider the cost that the
customer satellite incurs during its design, build,
integration, test, and launch periods.

The external hardware elements that accommo-
date the Autonomous Rendezvous and Capture
(AR&C) phase and enable crew or robots to move
around the satellite are quite simple. Few have
moving parts or electronics. As standardized inter-
faces, the hardware requires no additional design; the
project only determines where they will be placed.
Standards provide guidance regarding placement, but
servicing systems can tolerate wide deviation from
the standards. The amount of additional hardware is
a function of the size of the satellite and the type of
servicing task. For example, the Orbital Express
mission used a fully cooperative docking mechanism
(32 kg) and refueling mechanism (50 kg).
Combined, these added a little more than 3% to the
mass of an ordinary GEO communications satellite
(2,500 kg).B" Such accommodations greatly simplify
a servicing mission while minimally increasing the
concept-to-launch costs of a satellite. However, there
are circumstances where 27y additional mass requires
the compromise of other mission objectives (e.g., less
propellant can be carried, thus shortening the
mission duration).

The second category, designing modular
subsystems with simplified interfaces, is more
interesting and challenging because it encompasses
an array of options with associated costs and savings
at different mission phases. To assess the costs and
savings of such design principles, it is important to
understand how satellites are traditionally built.

To some extent, satellites are already designed

to be modular with well-defined interfaces, because



proven subsystems are often built and delivered

by different organizations or vendors. Ideally, this
modular approach enables the smooth integration
of elements and subsystems delivered by separate
organizations into a functioning system. Thus, satellite
developers currently design modular systems and
simplify interfaces because doing so reduces overall
mission risk and cost. Methods for implementing
modularity and simple interfaces for ground
processing and on-orbit performance have evolved as
we have continued to build on past successes.

It is worth noting that designing a system that
meets only the on-orbit mission requirements is
insufficient. Every satellite system must successfully
tolerate many different configurations and
environments as hardware moves from manufacturing
through launch. Typical development phases include,
for example, subsystem-level testing, handling in the
gravitational environment on Earth, and the launch
environment. Each of these phases and environments
imposes distinct requirements, and each additional
requirement comes with costs and benefits that
project managers must trade. Within this context, it
is perhaps helpful to view servicing as one more phase
that imposes requirements to be traded with all other
mission phases.

With this perspective, we can speak in broad
terms about the cost of modularity and simplified
interfaces. Satellite developers currently build modular
systems as a cost-effective approach for the concept-
to-launch flow. Servicing can be considered another
phase of mission development with requirements
that drive further modularity and simpler interfaces.
Many factors affect the cost of accommodating
servicing in a specific satellite (e.g., the degree of
challenge in meeting all other requirements, how
tightly constrained the mission or subsystem is, the
maturity of the implementation considered, and the
sophistication of the servicing tasks anticipated).
However, if one accepts that designing for servicing
encompasses a spectrum of options, then project
managers and systems engineers can tailor the level of
accommodation and sophistication to the demands of

the mission.

In finding the right balance between the
additional requirements for servicing accommodations
and the cost of those added requirements, project
managers must recognize the extent to which these
accommodations reduce the risk and cost of the
Integration and Test (I&T) flow, and what other
benefits they might bring. A system designed to
support the replacement of a hardware element on-
orbit can support similar task times on the ground.
A system designed to provide easy access to hardware
elements on-orbit would also provide easy access
during ground processing. A sufliciently modular
system that supports fully testing subsystems prior
to delivery is likely able to proceed with system-level
integration even as individual components require
rework. For scientific missions, such a modular
system allows the infusion of current state-of-the-art
capability and technology as close as the year before
launch, improving the discovery potential of the
mission even if the satellite is never serviced.

It is impossible to exactly quantify the costs and
savings of incorporating additional modularity to
accommodate servicing in the abstract. Every set
of mission requirements affects the complexity and
the cost of any specific servicing accommodation.
However, assessing the options for meeting mission
objectives and mitigating risks in the most cost-
effective way is the primary activity of the early design
phases of every mission. Currently, designing for
servicing is rarely even considered, in part because of
the myth that servicing just costs too much.

As NASA integrates servicing into the next
architecture, government, academia and industry
developers will begin to accept that servicing
is another option in the overarching systems
engineering approach to meeting their objectives.
They can then perform a cost-benefit analysis
tailored to their missions, their requirements, and

their own business cases.

“Satellites Cannot Be Serviced Unless They
Were Designed To Be Serviced”

Another common myth in the satellite business is that
on-orbit satellites cannot be serviced unless they were

designed and manufactured to support it. The basis
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for this myth stems from the belief that 1) without «
priori rendezvous targets/aids and docking fixtures, a
servicing vehicle cannot adequately locate and reliably
rendezvous and dock with an on-orbit satellite, and
2) without ground-tested cooperative interfaces, a
servicing vehicle cannot perform any level of servicing
on a legacy on-orbit satellite that would be of value.
Both history and analysis demonstrate that these two
statements are false.

In 2005 to 2006, the Experimental Spacecraft
System Number 11 (XSS-11) mission demonstrated
the capability to autonomously perform safe and
reliable, fully autonomous rendezvous and proximity
operations with a derelict or “non-cooperative” space
object. By the time the mission was completed,
XSS-11 had completed 50+ successful resident
space object (RSO) rendezvous maneuvers with
a Minotaur fourth stage; 300+ successful natural
motion circumnavigations of a non-cooperative RSO;
successfully demonstrated an on-orbit checkout of a
collision avoidance system; performed 15+ successful
station keeping maneuvers; 1,200+ hours of safe,
autonomous proximity operations; and captured
2,000+ witness camera images. The XSS-11 mission
was extremely successful, achieving all of its goals with
100% mission success and ultimately proving that the
technology and systems integration knowledge and
experience are available roday to successfully perform

intricate rendezvous and proximity operations on
non-cooperative space vehicles and objects.

With regards to a capture and docking interface,
most in-space non-cooperative vehicles share a
number of similar “features” that can be used as
docking interfaces. The DARPA Front-end Robotics
Enabling Near-term Demonstration (FREND)
project has performed ground demonstrations of
autonomously grappling two such features with a
robot arm—a vehicle’s Marman clamp ring and bolt
holes.?" Both of these features are used to attach
the spacecraft to the launch vehicle, so they are
structurally sound capture points.

And what about servicing a vehicle that was not
designed to be serviced? The answer obtained through
years of experience successfully servicing portions
of the HST that were not originally designed to be
serviced is simply stated: “The right tool for the right
task at the right location.” Engineering evaluation
of existing interfaces (through hardware engineering
units, design and manufacturing drawings, and pre-
launch photos) enables future teams to develop and
ground test specialized manipulation tools that are
capable of performing targeted tasks and potential
contingency operations on-orbit. Coupled with 77 situ
evaluations of the hardware to be serviced, these tools
can provide servicing capabilities that include vehicle
refueling, vehicle hardware upgrades and repair, and

cryogenic replenishment.

What Are Appropriate Human and Robotic Servicing Paradigms?

When discussing the roles of humans and robots in any space exploration mission,
two questions often arise: “When should humans be used and when should

robots be used?” and, “If robots are used, how autonomous do they need to be?”
Our conclusion is that robots should be used alone where their capabilities are
sufficient, to minimize unnecessary risk to humans. Astronauts provide the ultimate
in autonomy and adaptability to changing circumstances. These are fundamentally
complementary modes of servicing that will need to be balanced and will likely
work together to advance the art of satellite servicing.
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Figure 1.15 — AERCam Sprint — Autonomous
Extravehicular Activity Robotic Camera Sprint (AERCam
Sprint) in the cargo bay of the Earth-orbiting space shuttle
Columbia during STS-87. The AERCam Sprint is an
experiment that demonstrates using a free-flying video
camera for remote inspections. It is a 14-inch diameter,
35-pound sphere that contains two video cameras, an
avionics system, and 12 small Nitrogen gas thrusters.

The current preference when planning space missions
is to use Extravehicular Activity (EVA) when humans
are present (space shuttle and ISS missions) and

to use robots when humans are not present (e.g.,
planetary exploration), or when “super-human
powers” are needed (e.g., grappling the Hubble Space
Telescope with the space shuttle’s robotic arm or
moving a 15-ton module around the ISS using its
robotic arm), or to provide a platform for moving
humans around. This has been an evolving process
based on the extensive experience and lessons learned
from the HST servicing missions as well as the
assembly and maintenance of the ISS. The military
often uses the 3 “D”s when talking about the role

of robots—the robots perform the dumb, dirty, and
dangerous work. As applied to spaceflight, the role of
robots can be expanded to include the 6 “S”s, which
follows the evolution of human-robot interaction

35]

proposed by Akin:!

* Robots as supplemental eyes: The robot
provides an auxiliary view. NASA evaluated
such a system during space shuttle mission
STS-87 in November of 1997 by flying
AERCam Sprint (Figure 1.15).

* Robots as subordinates: The human is the
“primary” worker and robots carry tools and
fetch hardware for the astronaut, as well as
prepare and close out worksites. This saves
limited EVA time for the more demanding and
critical tasks that need to be performed by a
human in a spacesuit.

* Robots as sidekicks: The robot works alongside
and interacts with the human (Figure 1.16).

* Robots as surrogates: When the worksite is
inaccessible to humans (Geostationary Earth
Orbit [GEO], planetary precursor mission),
there is limited or no human involvement.

* Robots as specialists: When a system is needed
that exceeds the dexterity, strength, positioning
accuracy, or speed of a human in a spacesuit.
This is the role robots play in the construction
industry and in robot-assisted surgery.

* Human-robot symbiosis: Use robot
technology to augment or enhance human
capabilities by creating exoskeleton-type

Figure 1.16 — Robotic Assistants — An astronaut in a
simulated spacesuit is assisted during notional satellite
servicing tasks by two robotic manipulators: one helping
to open/hold the door while the other one stows an old
battery and grabs a replacement. A free-flying camera
platform observes the operation and captures this
photograph.

Chapter 1 | Introduction — What Are Appropriate Human and Robotic Servicing Paradigms? | 33



spacesuits, or a “human-in-a-can” for EVA
in higher-risk environments such as the Van
Allen radiation belts.

The notional missions explored as part of our study as
well as our mission sequence parallel this progressive
interaction with a set of missions that include evolving
human-robot interactions. Other than human-robot
symbiosis (which is the most interesting, has the
largest potential benefit, and therefore deserves further
study), the other five roles for robots interacting with
humans were all explored.

A few principles can guide decisions about the
appropriate level of robot autonomy. When long
one-way communication travel times are imposed, or
the tasks to be performed by the robot are simple and
well-defined tasks, autonomy has a clear advantage.
However, when the planned tasks exceed the existing
or projected capability of automation, another solu-
tion needs to be found. As with the human-robot
interaction paradigms discussed above, humans can
be part of the solution. All too often the argument is
made that robots cannot perform a task because of
their inability to deal with the unexpected. In such
cases, a robot can be baselined to perform the tasks
with the human providing assistance when needed,
either by remotely reprogramming the robot to deal
with the unexpected circumstance, by supervising the
operation, or by remotely commanding the robot to
perform the task. As we will always need to deal with
the unexpected, humans will always be involved in
any meaningful exploration. Due to Moore’s Law,
autonomous systems will become more and more
capable, so the amount of robot autonomy used will
shift. This is similar to approaches taken with the Deep
Space One (DS1) mission and the Mars rovers. DS1
demonstrated new capabilities in spacecraft autonomy
and autonomous mission operations, during which
mission developers checked out and invoked progres-
sively more elements of the Autonomous Optical
Navigation system until the spacecraft was completely
under autonomous control.*”!

In their book “Robots in Space,”®® Lanius and
McCurdy take an interesting look at the competing

visions for human versus robotic space exploration.
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Their conclusion is that neither will get far beyond
the solar system without the other. They call for a new
vision of human and robotic spaceflight that they call
“transhumanism.” It takes into account current trends
in robotics, artificial intelligence, genetic engineering,
and other fields that are rapidly changing the nature
of both humans and robots. This thought is an
extrapolation of decades of research and simulations
by the Space Systems Laboratory at the University

of Maryland demonstrating that the most capable
and productive method for space operations is to use
teams of humans and robots working cooperatively

at an integrated worksite. This fact was stated in 